Gauss-Seidel’s Theorem for Infinite Systems of

Linear Equations (1)

Béla Finta

The purpose of this paper is to extend the classical Gauss-Seidel theorem, known
for finite linear systems, to infinite one. First of all we need some technical results
[4].

1 Vector norms

Lo
I
Let z = : be a sequence of real numbers represented in the form of an

Tn

infinite column vector, and we denote by s the real linear space of these sequences.
Let p € [1,+00) be a real number and define I? = {z € s | Z |z;|P is convergent}.

i=0
It is well known that [P is a real linear subspace of s and for every x € [? the formula

0 1/p
|zll, = (Z | ;[P defines a norm on [*. In this way (I?,|| - ||,) is not only a
i=0
normed linear space, but a Banach space, too. For p = 1 and p = 2 we reobtain

the Banach space ! and the Hilbert space [2, respectively. In {? we will consider the
standard scalar product given by the formula (x,y) = inyi for every z,y € 2.

i=0
For p,q € [1,400) real numbers from p < ¢ results [P C 9. If 5o means the linear

subspace of convergent sequences to zero then [P C sy for every p € [1,4+00). We
also consider the linear subspace [ = {x € s | z is bounded}. For every x € [*° the

formula ||z||.c = sup{|z;|} defines a norm on [*°. In this way (I*°, || || ) is not only a
ieN
normed linear space, but a Banach space, too. We have: [! C [? C sy C[* C s. All
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these spaces we will call vector spaces, the elements vectors and the above mentioned

norms vector norms [1]. For this paragraph see also [4].

2 Matrix norms

Let A = (a;j)ijen be an infinite matrix of real numbers and we denote by M the
[o¢]

real linear space of these infinite matrixes. Let M! = {A € M | supz la;|
JeN 2o
is finite}. Then M! is a real linear subspace of M and for every A € M! the

formula || Al|; = sup Z |ai;| defines a norm on M* called column norm. In this way
JEN" 20
(M| - ||1) becomes not only a real linear normed space, but a Banach space, too.

Let p € (1,400) be a real number and define
MP=X Ae M| Z (Z |a,-j|q) is finite p |
i=0 \j=0

where ¢ is a real number such that — + — = 1.
p q

Theorem 1. The space MP is a real linear subspace of M and for every A € MP
the formula
= |3 (St
i=0 \j=0

defines a norm on MP. The space (MP,|| -||,) is @ Banach space.

For p = 2 we obtain M? = {A €M | Z afj is finite}. If we take on M? the
i,j=0

scalar product given by the formula (A, B) = Z a;jb;j, where A = (a;j); jen and
i,j=0

B = (bij)ijen, then (M2 (-,-)) will be a Hilbert space.

Let M>* ={Ae M | supz |a;;| is finite}. Then M is a real linear subspace

ieN “
7=0
of M and for every A € M the formula ||A|. = supz la;;| defines a norm on
ieN

=0
M=, called row norm. In this way (M, || - [|s) becomes not only a normed linear

space, but a Banach space, too.
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Corollary 1. If for the matrix A = (ai;)i jen we have a;; =0 for i >n and j > n,
n € N, then from theorem 1 we reobtain the results in the finite dimensional space
R™ /3.

All these spaces we will call matrix spaces and the above mentioned norms matrix

norms. For this paragraph see also [4].

3 The compatibility of the vector and matrix norms

Let = € s be a sequence of real numbers, and A = (a;;); jen € M an infinite matrix

of real numbers.
o

Definition 1. We will define the product A-x if for every i € N the series Z a;jT;
=0
are convergent. In this case the result vector y = A - x is a column vector with

00
E QAo T
J=0
00
E :aljxj

J=0
components y =

o0

E aijxj

Jj=0

Theorem 2. For every p € [1,400] = [1, +00)U{+00} the vector norm ||-||, defined
on I? is compatible with the matriz norm ||-||, defined on M?. i.e. ||Ax||, < ||All,|z],

for every x € I” and every A € MP.

Corollary 2. If for the matrix A = (ai;)i jen we have a;; =0 for i >n and j > n,
n € N, then from theorem 2 we reobtain the results in the finite dimensional space

R" [3].

For this paragraph see also [4].

4 The matrix norm subordinate to a given vector

norm

For every p € [1,4+o00| and for every z € [P and A € M? we have || Az, < [|4], -

|z]|, according to theorem 2. If z # 6, (the null element of the vector space (?)

3

BDD-A23868 © 2005 Editura Universitaitii ,,Petru Maior”
Provided by Diacronia.ro for IP 216.73.216.28 (2025-08-04 13:42:40 UTC)



A A
then Azl < ||A|l, and we can define sup {w |z elP\ {Glp}} . It is known

], [l
that this formula defines a matrix norm on MP?, which we call the matrix norm

subordinate to the vector norm || - ||, defined on [P and we denote by [[A[* =
A
sup { H” ‘T|||p |z elP\ {le}} . It is immediately that [[A[y < [|Al|, for every A €
Lilp
P

Theorem 3. For p € {1,+oo} we have ||A[l5 = || All,.

Corollary 3. If for the matriz A = (ai;)i jen we have a;; =0 for i > n and j > n,
n € N, then from theorem 3 we reobtain the results in the finite dimensional space

R" [3].

We mention that for the author is unknown how can we calculate for p € (1, +00)
the matrix norm subordinate to the vector norm || - ||, defined on [P. For this para-
graph see also [4].

The above presented vector and matrix spaces we used to extend the Jacobi’s
and Gauss-Seidel’s methods, known like iterative numerical methods, from finite
linear systems to infinite one [5], [6]. In this way we can study the linear stationary

processes with infinite but countable number of parameters.

5 (Gauss-Seidel’s iterative method for infinite sys-

tems of linear equations

First let us remember the well known Banach fixed point theorem for Banach spaces:

Theorem 4. (Banach) Let (X, |- ||x) be a Banach space, and ® a contraction (i.e.
there exists a constant o € (0,1) such that | ®(x) — P(y)||x < a-||x—yl|x for every
x,y € X ). Then for every 2° € X the sequence (2%)pen, generated by the recursion
formula 2**1 = ®(a*), is convergent and has the limit point x* € X, which is the

unique fized point of the function ® in X.

Let us consider the infinite system of linear equations Az = b, where A € M and

x,b € s.

Definition 2. For a given A € M and b € s we will say that * € s is a solution of

the infinite system of linear equations Ax = b if we have Ax* = b.
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This means, that all the series g aija:’; are convergent and we have E ;T

for every ¢ € N.

o0

=0

bi

Let us suppose, that a; # 0 for every i € N. Then the equation Z a;jr; = b; is

equivalent with the equation

Z;

Z;

=0

So the initial system of linear equations Az = b is equivalent with the following

iterative system of linear equations: x = B - x + ¢, where

0

Q10
a1

Qno

ann

o1

oo

0

Qn1

ann

Qon,

apo

Q1n

an

and

CcC =

bo

apo

ail

Let us choose 2° € s and we generate the sequence (z*)reny C s by the following

iterative formula:

a0
aii

22

k+1
LY

[e.e]

ai

Jj=2

22

14
Jxl?

J

o0

Q20 21
——517’5+1 B —x’fﬂ . 2 : 25
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Consequently from the vector z* we generate the vector z**! by the recursion

formula z¥t! = Bgga® + ¢. Now we consider the following definition:

Definition 3. The matric A = (a;j)i jen is ™ diagonal dominant if there exists

A € (0,1) such that for every i € N we have

A- |a“] > Z ‘CLij|.

=0
J#i

It is immediately that A is [*° diagonal dominant if and only if

e}

sup E
ieN =0
J#i

a/..
| <1
A

Theorem 5. If A is I*° diagonal dominant then the iterative sequence (z%)ren is

convergent in [ for every x° € 1°°. The limit point x* € I is the unique solution

of the linear system Ax = b.

For this result see also [6].
Here we present another proof for theorem 5.

[e.9]
—=| < 1. We prove by mathematical induction

Proof. Let us denote by A = sup
Aij

ieN 425
J#
method that |yx| < A ||z]| for every k € N, where y = Bgg - 2. Indeed,

> a a
05 0
lyol = ‘ — 1 <Z —= 1 |ay] <
1 @oo
. a 2 | ag;
< | = (Z = ) Nzlloo < A 7]
1 1 doo —; | @oo
j= J

We suppose that |y;| < M|zl for every j = 0,k —1 and we prove that |y;| <
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A 12| o Indeed,

k—1 a [e%e) a
kj k
el = |- —L oy — a—j il <
j=0 Kk —kt1 R
k—1 Qs [e%S)
< Y12yl Y [l <
— | Okk = a
7=0 Jj=k+1
k—1 00
Qg Qg
< S I N Z 2 =
o | Gk okt Akk
k—1 a o) s
— (Zﬁ.)\_i_z ﬁ).HmeS
=0 | kK =kt | Akk
k—1 00
a Qg
< (] 3 [2]) b <ot
pa KL I L

because > j=o % < A < 1. Since |yg| < A+ ||z||oo for every k € N results that
ik

[Ylloe = sup{[yel} < A [|2]/oc-
keEN

This means that

B oo o
1Basllos = sup 1Bestleo o Wlleo

TF#fj00 Hx“oo TF#fj00 Hx”oo N

Now we can apply the Banach fixed point theorem for the iterative function

O :®° —[®, O(x) = Bgsr + c. Indeed, @ is a contraction, because

[@(2) =LYl = [[(Basz+c)=(Basy+c)lleo = [ Bas(x—=y)llso < [|Baslloo- 2 =yllo-

This means that the sequence (z*)xcy is convergent in [* for every z° € [ and
its limit point * € [ is the unique fixed point of ® in [, ie. P(z*) = z*. So
Basx® + ¢ = x*, which is equivalent with Axz* = b.

]

Corollary 4. If for the matriz A = (a;j); jen we have a;; = 0 when i > n, j > n,
and b; = 0 fori > n, n € N, then we reobtain the linear system with finite number of
equations and finite number of unknowns. In this way from theorem 5 we obtain the
classical Gauss-Seidel’s iterative numerical method to solve finite systems of linear

equations [2].
In the next we consider the following definition:

7
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Definition 4. The matric A = (aij)ijen is ' diagonal dominant if there exists
A€ (0,3) such that for every j € N we have X - |aj;| > Z la;;|.

i=0

i#]

|=

<

[\

It is immediately that A is [* diagonal dominant if and only if SUpjen ZEQ o
i#]

Theorem 6. If A is I' diagonal dominant then the iterative sequence (x*)pen is
convergent in I for every 2° € I*. The limit point x* € ' is the unique solution of

the linear system Ax = .

Proof. We have:

[e') fe'e) z—la o] L
Iyl = D lwl =3 |=>_Fw— Y 2w <

i=0 i=0 =0 j=i+1
o) i—1 a [e'e) a

< (X i+ 3 [2] 1) <
. . 11 . . (A
=0 7=0 Jj=i+1
00 7—1 @ o) a

< 3 (S|t 3 [24] ) <
— — JJ i Jj
7=0 =0 i=j+1
oo [ /71 a 0o s

< S I(S]2]) bt (32 J2) ] <
— o | s - ji
7=0 L \ =0 i=7+1
(o]

< ) -l Ay = Azl + Ayl

Consequently: ||yl < A-||z]l1 + A ||y|l1, which is equivalent with:
This means that:

ol —
ey = 1o < L

B A
|Beslh = sup |Besx|ly _ sup Il < 2 <1
oty |17l ety |7l T 1= A

Now we can apply the Banach fixed point theorem for the iterative function ® :
' — ', ®(x) = Bgsx + c. Indeed, ® is a contraction, because: ||®(z) — ®(y)|; =
|(Bgsz +¢) — (Basy +¢)|li = |Bas(z —y)|l1 < ||Baslli - ||z — y||1- This means that
the sequence (2%)gey is convergent in ! for every 2° € I! and its limit point 2* € [*
is the unique fixed point of ® in '] i.e. ®(z*) = z*. So Bgsz* + ¢ = z*, which is

equivalent with Az* = b. O

Corollary 5. If for the matriv A = (a;j); jen we have a;; = 0 when i > n, j > n,

and b; = 0 fori > n, n € N, then we reobtain the linear system with finite number of

8
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equations and finite number of unknowns. In this way from theorem 6 we obtain the
classical Gauss-Seidel’s iterative numerical method to solve finite systems of linear

equations [2].

We mention that for the author is unknown if theorem 6 is true with definition
4 choosing \ € [%, 1) .
Using the above presented theorems we can study the linear stationary processes

with infinite but countable number of parameters.
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