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Abstract:
The Optimization of Retrieving Information Through Mathematical Modeling

Information Retrieval Systems are software that save and carry out the
management of the information contained in documents. Any Information Retrieval
System is based on a mathematical model. The main mathematical models on which
the Information Retrieval Systems are based on are: the Boolean model, the Vector
Space model, the probabilistic model and the linguistic model. In addition to these
classical models, in the recent years there have been added the models based on
clustering methods, Latent Semantic Indexing and Support Vector Machines. The
present article describes the principles underlying these models, the advantages and
disadvantages for each model, with a view to clarify the role these models play or may
play in the information retrieval process..

Keywords: information retrieval, Boolean model, Vector Space model, probabilistic
model, clustering, latent semantic indexing, support vector machines.

1. Introducere

Pornind de la realitatea faptului cd una dintre fundamentalele functii
ale bibliotecii este aceea de regisire a informatiilor, modernizarea
serviciilor de bibliotecd nu poate fi conceputd fird un studiu temeinic al
principalelor modele matematice ale IR (Information Retrieval) in vederea
implementarii celor mai viabile solutii 1n cadrul softurilor de biblioteca.

Regisirea datelor 1n contextul unui Sistem de Regasire a
Informatiilor constd, in principiu, in determinarea documentelor unei
colectii care contin cuvintele cheie din interogarea utilizatorului, dar care
nu sunt suficiente, de cele mai multe ori, In furnizarea informatiei
necesare utilizatorului. In general, utilizatorul unui sistem IR este
preocupat mai mult de regdsirea informatiei referitoare la un subiect decat
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de regasirea datelor care satisfac o interogare datd. Datd fiind interogarea,
scopul cheie al unui sistem IR este regisirea informatiei care ar putea fi
utild sau relevantd pentru utilizator. Se pune accentul pe regisirea
informatiei, si nu pe regisirea datelor.

Regisirea informatiilor se bazeazi in primul rand pe masuritori care
se pot face in cadrul sistemului, pe baza modalitagilor de reprezentare a
documentelor si a modului de evaluare a similaritdgii documentelor cu alte
documente sau cu termenii unei interogdri. Un document poate fi
caracterizat i identificat cu ajutorul unui ansamblu de atribute textuale
(cuvinte cheie, descriptori) si paratextuale (autor, titlu, editurd, an etc.).
Practic, un document este reprezentat de o listd de termeni care apar 1n el,
termeni ce apartin unui vocabular (controlat sau nu).

Orice Sistem de Regasire a Informatiilor are in spatele lui un model
matematic pe care se bazeazd. Un model al unei entitigi este o
reprezentare care reliefeazi caracteristicile entitagii, putand servi ca un
substitut. Modelul este 1ntotdeauna o aproximare, o simplificare a
realitagii.

Avantajele oferite de modelarea matematica sunt urmatoarele:

e indica tipul si volumul datelor de corelat §i de mésurat;

e permite considerarea entitdtii ca un tot;

o permite determinarea efectului modificirii unor variabile asupra
celorlalte variabile;

e permite utilizarea teoriilor matematice cunoscute;

e permite abordarea logica si sistematicd;

e permite utilizarea tehnologiilor informatice si de comunicatii.

Prezentarea intr-o forma agregata a modelelor matematice ce stau la
baza regasirii informatiilor se dovedeste a fi un demers complicat, datoritd
varietatii stiintelor sau domeniilor stiintelor ce trateazi acest subiect
(matematica, inteligenta artificiald, lingvistica computagionald, stiinga
informarii etc.).

O scurta trecere in revisti a principiilor ce stau la baza acestor
modele, a avantajelor si dezavantajelor proprii fiecirui model, /fard
virguld va clarifica rolul pe care aceste modele 1l au sau il pot avea in
dezvoltarea Sistemelor de Regisire a Informatiilor.
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2. Modele matematice in informatica documentari

Modelul boolean. Este unul dintre primele si cele mai simple
modele de reperare a informatiilor. Acest model identifica trei tipuri de
relatii de dependenta, datoritd operatorilor booleni AND, OR si NOT.
Pe baza combindrii descriptorilor cu ajutorul operatorilor booleni se
urmiregte suprapunerea exacti intre document si interogare. Modelul
boolean evalueazi ce descriptori sunt prezenti sau absenti din document,
obtinand astfel o sumi de documente relevante (descriptori prezenti) si
excluzand documentele irelevante (descriptorii lipsesc din document).

Awvantaje: este un model robust, proceseazd rapid o interogare,
scaneazi bine colectii mari de documente. Cresterea colectiei de
documente - cum este cazul bibliotecilor - nu reprezinti o problemi
pentru acest model.

Dezavantaje: modelul boolean standard nu poate regisi documentele
pe baza relatiilor semantice sau conceptuale intre descriptori; acestia sunt
tratagi ca fiind independenti unul de celilalt, egali In importantd. Prin
urmare, rezultatul unei interogiri nu poate fi ordonat dupa relevanta,
ob;inﬁndu -se liste de documente foarte mari si greu de exploatat.

In acest model de bazi nu existi conceptul de suprapunere parpala
intre document si interogare. Acestei ultime probleme i s-au gisit
rezolviri teoretice bazate pe teoria vagului (logica fuzzy). Modelul rezultat
este cunoscut si ca modelul boolean extins.

Logica tradigionala considerd ca un obiect (in cazul nostru, un
document) poate apartine, sau nu, unei multimi. In acelasi timp, atribuirea
rolului de descriptor unui cuvant dintr-un document poate si fie descrisa
intr-o manierd vagd, cum ar fi destul de important sau foarte semnificativ.
Rezultatele procesului de regisire pot fi foarte relevante sau partial
relevante. In acest, caz problema se rezumi la stabilirea transformirii unor
astfel de expresii 1n functii de apartenenta, asociate cu logica vagului.

Logica fuzzy permite o interpretare mai flexibild a notiunii de
apartenentd. Astfel, mai multe obiecte (documente) pot apartine unei
mulgimi In grade diferite. Avand in vedere aplicatiile logicii fuzzy in
regasirea documentelor relevante, putem spune ci pentru orice interogare
exista documente care pot fi mai relevante decat altele. Aceasta exprimare
lingvistica poate fi exprimatd matematic folosind notiunile fundamentale
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ce caracterizeazd mulgimile fuzzy. Lista de documente returnate in urma
efectudrii unei cautdri poate {1 asimilatd unei submulgimi fuzzy.

Daci fiecirui termen (descriptor) ce 1i este atagat unui document in
procesul de indexare §i prelucrare 1i este acordatd o pondere, prin care se
exprima in ce masura acel descriptor este asociat cu documentul 1n sine 1n
procesul de regasire a documentelor, se pot obtine liste de documente
realizate pe baza operatiunilor cu mulgimi fuzzy (reuniune, intersectie,
inferentd). In practici, decizia stabilirii importantei unui descriptor atagat
unui document se dovedeste a fi total subiectivd si neuniforma, fiind
raportatd la personalitatea bibliotecarului indexator.

Modelul vectorial (Vector Space Model). In acest model, fiecare
document este reprezentat ca un vector de caracteristici, a cdrui lungime
este egala cu numirul de descriptori ai documentului din colectie. De
obicet, acesti descriptori sunt termeni care sunt extrasi din document.

Dupd faza de extragere a termenilor care caracterizeazd un
document, urmeaza etapa de ponderare a termenilor; acestor termeni le
sunt atribuite ponderi, indicind semnificagia lor 1n caracterizarea
documentului. Aceste ponderi pot fi binare, indicand existenta (1) sau nu
(0) a termenilor in document.

O altd metoda de ponderare a termenilor, mult mai raspandita, este
folosirea frecventei de intalnire a termenului In document sau un algoritm
apartinand familiei T{*Idf. Frecventa de 1ntalnire a termenului este bazatd
pe statistica aparitiilor termenului In document si este cel mai simplu mod
de a atribui ponderi unui termen. Tf*Idf este o misura folositi in
colectiile de documente care favorizeaza acei termeni care se regisesc
frecvent 1n documente relevante, dar sunt putin frecventi 1n colectie ca
intreg. Aceastd situatie se intalneste mai ales in cazul termenilor strict
stiingifici, de foarte ingustd specializare. Tf reprezinta frecventa de
intalnire a termenului 1n document, iar Idf este inversul frecventei de
intalnire a termenului 1n Intreaga colectie.

Idf = log (n/N)

unde nk este numirul de documente care contin termenul, iar N este
numairul total de documente.
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Pentru calculul aseminirii dintre doua documente urmeazi alegerea
unei masuri de similaritate, dintre care cele mai cunoscute sunt misura
cosinus, coeficientul Jaccard si coeficientul Dice.

In literatura de specialitate sunt mentionate si alte incerciri de
ponderare a termenilor ce caracterizeaza un vector document. Astfel, se
pot acorda ponderi diferengiate in functie de locul 1n care se gisesc
descriptorii 1n cadrul documentului (in titlu, in abstract, 1n continut sau la
concluzii) sau in funcgie de modul 1n care sunt scrisi (cu litere aldine sau
italice), deoarece se presupune ci numai termenii semnificanti sunt notagi
cu astfel de caracteree.

Intre avantajele acestui model, cel mai important este faptul ci
rezultatele unei interogiri pot fi ordonate dupa rang, in functie de
ponderea importantei termenilor.

Intre dezavantaje amintim complexitatea calculului similarititii care
creste odatd cu numdrul termenilor din document, respectiv cu lungimea
vectorului; modificarea unui termen presupune recalcularea tuturor
vectorilor si a similaritigii dintre documente, respectiv documente si
interogare.

Modelul probabilistic. Acest model se bazeazd pe calcularea
probabilitdtii ca un document d, ce apartine colectiei de documente C, si
fie relevant pentru utilizator.

La baza acestui model sti Algoritmul Naive Bayes care se foloseste
pentru a clasifica date neetichetate; acest lucru se realizeazd cu ajutorul
unor estimari, folosindu-se date de antrenare etichetate. Conform
teoremei Bayes, se poate calcula probabilitatea ca un document sa apartind
unei categorii; adicd se poate obtine probabilitatea posterioara daci se
cunoagste probabilitatea anterioari. Estimarea acestor probabilitagi se face
prin maisurarea frecventei de aparitie a cuvintelor Intr-un set de
documente de antrenare. Aceasti metodd se bazeazi pe simplificarea
supozitiilor (independenta reciproci a atributelor ce caracterizeazd
documentul) de unde vine si denumirea de Naive. Presupunerea ca fiecare
cuvant sau descriptor al unui document este independent (are o aparitie
neafectatd) de prezenta sau absenta oricarui alt cuvant sau descriptor din
document sti la baza formulirii matematice a acestei teorii.
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Fie d€ D unde D este mulgimea documentelor; fie C={ci,cz,...cj}
mulgimea claselor (categoriilor sau etichetelor).
Probabilitatea ca un document d sa apartini clasei ¢ se calculeaza ca:

Peld)=P©O [[ 70,10

unde P (ti |c) este probabilitatea ca termenul # sd apartind unui document
din clasa c. P (ti |c) este interpretat ca o masuri a evidentierii a cat de mult
contribuie # la desemnarea clasei ¢. P(c) este posibilitatea aprioricd ca un
document sd apartina clasei c¢. {t1, t2...tad} sunt atributele (descriptorii)
documentului d, parte a vocabularului folosit pentru clasificare, iar nd este
numirul atributelor documentului d.

Deoarece nu se cunosc valorile reale ale parametrilor pentru P(c) si P

(ti |c), notdim cu P (c) valoarea estimati din multimea de antrenament.

P(c) = ]X]”

N. este numarul de documente din clasa ¢, iar N este numairul total
de documente.
Astfel, estimam:
1+T,

P(d]|0q) = ;
V+>'T,
t'=1

unde To reprezintd numirul de aparitii al termenului t In documentele
clasei c, iar V este numirul de termeni din vocabular.
Modelul probabilistic de regisire a documentelor se bazeaza pe patru
componente:'
e clasa (variabila dependenti a modelului) - care este o variabild
categoriald, reprezentand eticheta sub care va fi cunoscuta data clasificatd;

' C. V. Negoitd, Modelarea matematicd tn documentare, Bucuresti, Institutul
Central de Documentare Tehnica, 1971.
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e predictorii (variabilele independente ale modelului) - reprezentati de
caracteristicele datelor ce urmeazd a fi clasificate, pe baza cirora se face
clasificarea;

e multimea de antrenament (invatare) - care este reprezentatd de setul
de date care contine valori pentru cele doud componente anterioare §i care
este utilizatda pentru antrenarea modelului ca si recunoasca clasa
corespunzitoare, pe baza predictorilor disponibili;

e multimea de testare - contine date noi care vor trebui clasificate de
modelul construit si, astfel, se va putea evalua acuratetea clasificarii, adica
performanta modelului.

Modelul probabilistic de regisire a informatiilor relevante opereazi
recursiv §i necesitd ca algoritmul din spatele metodei si fie inigializat cu
parametri care, apoi, prin calcul iterativ, sunt imbunatagigi, astfel incat si
se obtind un scor ce desemneaza relevanta probabila.

Principalele awvantaje ale acestei metode care se bazeaza pe
Algoritmul Bayes Naive sunt: este robustd In ceea ce priveste izolarea
zgomotului din date; 1n cazul valorilor lipsa, ignora instanta in timpul
estimarii probabilitdgilor; este robustd la atribute irelevante.

Intre dezavantajele acestei metode amintim: complexitatea metodei
creste rapid; pe masura cresterii colectiei de documente, scanarea acestei
colectii este din ce In ce mai greoaie; presupune unele metode
simplificatoare, precum independenta termenilor.

Luarea in considerare a unui istoric al interogirilor utilizatorului, in
cadrul acestui model, poate imbunitagi stabilirea parametrilor initiali ai
mulgimii de antrenament.

Modelul lingvistic. Din punct de vedere stiintific, limbajul natural
(uman) constituie obiectul de cercetare a numeroase discipline si, in
primul rand, al lingvisticii sau ,stiintei limbii.” Acelagi obiect de
investigatie intereseazd insi si filozofia, psiholingvistica, lingvistica
matematicd, lingvistica computagionald, prelucrarea limbajului natural.

Analiza semanticii latente (LSA-Latent Semantic Analysis) este atat
0 o teorie, cat §i o metoda utilizatd pentru extragerea §i reprezentarea
legaturilor dintre cuvinte si Intelesul contextual al acestora prin metode
computationale, aplicate corpusurilor mari de text.
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Aceasta metodd foloseste o matrice rara care contine pe coloane
documentele in care se face ciutarea, iar pe linii termenii (de obicei
termeni trecui prin procedura de stemmer - extragerea radicinii
termenilor) continuti in aceste documente. LSA-ul transforma aceasti
matrice a aparigiilor intr-o relagie dintre termeni si concepte si o relagie
intre acele concepte si documente. Astfel, termenii §i documentele sunt
indirect legati prin concepte.

Indexarea semantica latentd se bazeazi pe aplicarea unei tehnici
matematice numite Descompunerea Valorilor Singulare (SVD-Singular
Value Decomposition). Aplicarea ei in clasificarea documentelor sau 1n
regasirea informatiilor a fost propusia de Deerwester la inceputul anilor
90.

In cazul aplicirii SVD, matricea initiali A este descompusi in
produsul a trei matrice:’

A = Ttannxn(Ddxn T

unde ¢=numairul de termeni, d=numairul documentelor, 7=min(t,d)

Matricile T si D sunt ortogonale. Prin restrangerea matricilor T, S si
D la un rang k, k <n, si recompunerea acestora Intr-un spatiu dimensional
redus, se obtine matricea:

A = TaSkxk(Dax) T

ce reprezintd o aproximare patraticd a lui A de citre o matrice de rang k.

Pentru orice document d este inlocuit vectorul document de
dimensiune mare cu unul ce exclude termenii eliminati prin procesul de
SVD. Comparand elementele matricei astfel reconstruitd cu matricea
initiala, se observa cum aceasti metodi induce relatii de similaritate, relatii
ce aproximeazi judecata umani asupra Intelesului §i similaritdgii
documentelor.

Intre avantajele acestei metode se remarci faptul ci LSI poate
identifica similaritatea semantici intre documente ce aparent nu se
aseamina. Ea di rezultate bune intr-o colectie cu un vocabular eterogen,

> Thomas K Landauer & al, Handbook of Latent Semantic Analysis, New
Jersey, Lawrence Erlbaum Associates Inc. Publishers, 2007.
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unde documentele pot folosi termeni diferiti pentru a face referire la
acelasi subiect.

Intre dezavantaje amintim: aparitia simultani a termenilor poate
induce false rezultate i o precizie mai scizutd; 1n colectii de documente cu
un vocabular omogen, rezultatele acestet metode sunt mai putin
folositoare.

Modelul bazat pe clustere. Clusterizarea este una dintre tehnicile
fundamentale din domeniul analizei datelor care organizeazd un set de
obiecte dintr-un spagiu multidimensional, in grupuri coezive, numite
clustere. Tehnicile de clustering (grupare spatiali) reprezintd tehnici
speciale de aranjare a datelor de intrare pe baza dispunerii spagiale a
vectorilor corespunzitori. Pentru a analiza asemdnarea/deosebirea dintre
elementele unei mulgimi, In vederea grupirii, fiecare dintre aceste
elemente este definit printr-un vector, ale cirui componente sunt chiar
caracteristicile/atributele reprezentative ale vectorului respectiv. In urma
procesului de clustering rezultd una sau mai multe clustere (grupe), in
funcgie de situatie, care reprezintd pozitionarea spatiali a proprietagilor
considerate pentru elementele supuse grupirii. In interiorul unui
asemenea cluster, punctele sunt mai apropiate intre ele sau 1n raport cu un
centru comun, decat 1n raport cu centrele altor grupe.

Un alt gen de clustering este gruparea conceptuali. In cadrul acestui
tip de grupare, doud sau mai multe elemente apartin aceleiasi grupe daci
aceasta defineste un concept comun tuturor elementelor. Altfel spus,
elementele sunt grupate in conformitate cu potrivirea la conceptele
descriptive si nu in conformitate cu masurile de similaritate.

Procesul de clustering va fi unul de succes daci, atat similaritatea
intra-cluster, cat si disimilaritatea inter-clustere sunt maxime.

Metodologia clustering are doud abordiri distincte: clusterizarea
ierarhici si clusterizarea neierarhic/partitionali.’

Clusteringul ierarbic descopera clustere succesive, utilizand clusterele
stabilite in prealabil, construind deci o ierarhie de clustere (producand o
dendrograma - diagrama arbore) si nu doar o simpli partitie a obiectelor.

’ Florin Gorunescu, Data Mining. Concepte, Modele si Tebnici, Cluj-
Napoca, Editura Albastra, 2006.
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Numirul clusterelor nu este cerut ca o conditie input a algoritmului, in
timp ce se poate utiliza 0 anumiti condigie de terminare a sa. Existd trei
tipuri de clustering ierarhic: aglomerativ (bottom-up), diviziv (top-down)
si conceptual, care constd Intr-un nod ridicinia gol, obiectele fiind
adiugate unul cate unul (clustering incremental), utilizand clase deja
existente, creind noi clase, combinand sau divizand clase existente.

Clusteringul neierarhic constd in partitionarea mulgimii inigiale a
obiectelor 1n submulgimi (clustere) ce nu se suprapun, astfel incat fiecare
obiect sd apartina exact unui cluster. Cei mai cunoscuti algoritmi sunt cei
apartinand metodelor K-means si Fuzzy K-means.

Awvantajele si dezavantajele 1n cazul clusterizirii sunt strans legate de
algoritmul folosit.

In cazul algoritmului K-means, s-a constatat ci acesta di rezultate
bune pe seturi de date foarte mari §i mai ales atunci cand setul de date
descrie o mulgime de puncte care formeazd grupe linear-separabile si
relativ indepirtate una fati de alta.

Intre dezavantajele acestui algoritm amintim faptul ci rezultatul
final depinde de pozitiile initiale ale acelor centre de greutate K. In
realitate, se recurge la calcularea mai multor variante cu modificarea
pozitiilor initiale ale centrelor de greutate. Rezultatul final depinde foarte
mult de metrica folositi la masurarea distantei si de valoarea lui K.

In cazul clusterizirii ierarhice de tip aglomerativ sau diviziv,
apartenenta obiectelor la clustere se face pe baza extragerii unor masuri
numerice ce exprima similaritatea dintre obiecte. Aceste maisuri compard
proprietiti ale obiectelor, dar nu iau in considerare proprietati globale ce
caracterizeaza clasele de obiecte. Clasele obginute pot si nu aibd descrieri
conceptuale clare i, prin urmare, pot fi greu de interpretat.

Evaluarea calitdtii partitiei obtinute in urma aplicarii unui algoritm
de clusterizare este foarte importantd. Evaluarea trebuie si ia 1n
considerare faptul ci diferite metode conduc la clustere diferite.

Procedurile uzuale de evaluare includ:

o vizualizarea partitiei (dendrograme, partitii);
e analizarea indicatorilor de calitate.

Principalii coeficienti ce exprima calitatea operatiei de clusterizare

sunt:
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Coeficientii de divizare (DC) - pentru fiecare obiect se calculeazd d(i)
ca fiind raportul dintre diametrul ultimului cluster (in ordinea datd de
algoritmul de divizare) la care a apartinut obiectul inainte de a fi separat ca
un singleton si diametrul mulgimii totale de obiecte (clusterul inigial).

Atunci:

DC=lZd(i)
n

Coeficientii de aglomerare (AC) - reprezintd indicii de calitate pentru
clasificarea ascendenta. Pentru fiecare obiect 7 se calculeaza d(i) ca fiind
raportul dintre disocierea primului cluster (in ordinea data de algoritm), la
care se atageaza obiectul si diametrul mulgimii totale de obiecte (clusterul

final).
AC= 12 (1-d(7))
n

Literatura de specialitate prezintd si algi indici care exprima calitatea
clusterizirii, dintre care amintim: Indicele Dunn (Dunn, 1974), Indicele
Dawvies-Bouldin (Davies&Bouldin, 1979), Indicele de siluetd (Rousseeuw,
1987), Indicele de precizie (Topchy et al., 2003).

Masini cu Suport Vectorial (Support Vector Machines - SVM).
SVM sunt clasificatori ce folosesc o structura rafinata, care nu este necesar
dependenta de dimensionalitatea spagiului de intrare.

Ideea fundamentali care sta la baza clasificatorilor de tip SVM constd
in gisirea unui plan optim ce poate separa vectorul spatiu, astfel incat si
evidentieze cel mai bine membrii claselor diferite. Metoda a fost initiata de
Vapnik (1995).

Conceptual, functionarea SVM-urilor se bazeazi pe urmaitorii doi
pasi:*

e aplicarea (neliniard) a spatiului input intr-un spagiu de dimensiune
mare - spatiul caracteristicilor - spatiu ,ascuns,” atat pentru input, cat si
pentru output;

* Daniel I. Morariu, Text Mining Methods Based on Support Vector Machine,
Bucuresti, Editura MatrixRom, 2008.

BDD-A19436 © 2010 Biblioteca Judeteani Mures
Provided by Diacronia.ro for IP 216.73.216.103 (2026-01-19 22:38:33 UTC)



Libraria

e construirea unui hiperplan de separagie pentru caracteristicile
obtinute la pasul anterior.

In esenti, SVM-urile mapeazi vectorul de intrare x pe un spatiu
asociat - z - cu mai multe dimensiuni dect x. In acest spatiu asociat se va
realiza separarea liniard printr-un hiperplan care separd un set de exemple
pozitive de un set de exemple negative cu o limitd maximd. Limita este
definita de distanta hiperplanului fatd de cele mai apropiate exemple
pozitive si negative. Problema de optimizare a SVM este gisirea unei
suprafete de decizie care maximizeaza limita dintre punctele datelor din
probleme de clasificare.

Ca avantaje ale acestui model amintim faptul ci fundamentarea
teoretica solidd conferd posibilitatea generalizirii pe largi structuri de date.

Capacitatea mare de calcul necesard In procesare §i In proiectarea
functiei nucleu (kernel) se numaira printre dezavantajele acestui model.

3. Concluzii

Modelele matematice faciliteazi intelegerea unui subiect i
imbunatdtesc predictia lui.

Existenta unui anumit model matematic la baza unui software de
bibliotecd determina tipul de management ce se va face in cadrul structurii
info-documentare. Modelele matematice clasice (boolean, vectorial,
probabilistic) determini existenta unui management al datelor. Modelul
boolean standard (practic, singurul folosit in soft-urile bibliotecilor
romanesti) furnizeazi doar descrieri la nivel sintactic a datelor, fard nici o
descriere formali a semanticii acestora. In acest context, datele sunt privite
ca reprezentiri cifrice sau letrice ale unor documente. Datele sunt ugor de
captat §i organizat, usor de transferat citre masini si usor de prelucrat.

Privind informatiile ca un rezultat al unei prelucriri superioare a
datelor, ca semnificatie ce poate fi desprinsa dintr-un ansamblu de date, pe
baza asociatiilor dintre acestea, managementul informatiilor nu poate fi
furnizat prin simpla modelare - in sensul transpunerii Intr-un set de ecuatii
s1 relatii matematice - a intrarilor si iesirilor din sistem.

Lipsa unor semantici interpretabile de calculator necesita interventia
umani pentru descoperirea si compunerea datelor, ceea ce impiedicd
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exploatarea fondului de documente in contexte complexe, in care
automatizarea acestor procese € necesara.

Trecerea de la un management al datelor la un management al
informatiilor 1n cadrul unui software de biblioteca se poate face doar prin
dezvoltarea de aplicatii specifice, care transformd datele 1n informatii.
Acest lucru se poate face prin punerea 1n relagie a datelor la un nivel
superior, si anume la nivelul conceptelor la care se referd datele. Singurele
metode matematice care implici actiuni de punere in relagie conceptuala a
datelor sunt: Indexarea Semantici Latentd si gruparea conceptuald
(conceptual clustering).

Solutia viabild a unui software de management al informatiilor este
data, in opinia noastra, de folosirea unui model matematic care transforma
datele 1n informatii prin intermediul conceptelor la care se referd datele.
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