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Abstract. The paper brings in discussion one of the most current issues in the research area of
natural language processing, sentiment analysis. A sentiment analysis means to have the
necessary competence to identify the nature of speaker's opinions about entities or/and
specific needs (journalists, competitors, public opinion, services, products, etc.), knowing that
the decision-making process is affected by the received message. We are witnessing an
explosion of "sentiments” about matters of public interest subjects, available, especially, on
social media channels, including forums, blogs and other online or offline manifestation
forms. In other words, we have the most offering possibility to monitor in real time
commentator’s sentiment and act accordingly. \We present in this paper aspects about natural
language complexity from emotional perspective and some language resources that can be
used in sentiment analysis systems. This research supports the direct beneficiaries (marketing
managers, PR firms, campaign managers, politicians, investors, online buyers), but, also,
specialists in the field of natural language processing, linguists, psychologists, etc.
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1. Introducere

Interesul pentru procesarea limbajului natural (PLN) si, implicit, pentru extragerea de
opinii dintr-un text, de cele mai multe ori subiective, a crescut vizibil. Numeroasele lucrari
care propun metode noi de extragere a cuvintelor/ expresiilor (des)calificatoare trezesc
interesul liderilor de opinie, oamenilor de afaceri, bancherilor, actorilor politici etc., constienti
de beneficiile constituirii unor seturi de date privitoare la opiniile receptorilor. Focalizarea
acestei lucrari asupra complexitatii limbajului natural si relatiilor logice ale acestuia este
deosebit de importanta daca se priveste aceastd abordare prin prisma translatarii unei descrieri
in limbaj natural intr-o descriere riguroasa si neambigua.

Optiunea pentru o asemenea tema — analiza sentimentelor (AS), in terminologie
americand opinion mining, intalnite in textele vehiculate prin diverse canale media online
(forumurile diverselor publicatii, social-media, blogurile etc.) - vine din nevoia clarificarii
comportamentului descriptiv al consumatorului, afectat de multitudinea de mesaje
promotionale, indiferent de natura si scopul lor. De pilda, atunci cand o persoana doreste sa
cumpere un produs, de obicei va incepe sa caute comentarii si opinii scrise de alte persoane in
mediul virtual, care au trecut prin aceastd experientd (diversificarea ofertei, calitatea
produsului etc.). La ora actuala, analiza sentimentelor, credem noi, este de mare actualitate si,
totodatd, interes In zona de cercetare in prelucrarea limbajului natural.

Premisa prezentului studiu este aceea ca estimarea orientarii emotionale prezente in
documentul-zext ajuta in construirea unei baze de date cu informatii referitoare la subiecte,
servicii, produse etc. de mare interes public, care poate servi implementarii unui instrument
de procesare a limbajului natural, util prezicerii nevoilor potengialului consumator.
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Lucrarea este structurata in cinci capitole. Dupa o scurta introducere cu privire la tema
propusa, in capitolul doi facem o scurta incursiune asupra preocupdrilor anterioare care fac
obiectul multor lucriri axate pe analiza sentimentelor. In capitolul trei sunt descrise tehnicile
de analizd a sentimentelor, urmand ca in capitolul 4 si mentionam aspecte de modelare a
perceptiei compozitionale, cu accent pe metoda propusa. Ultimul capitol evidentiza
concluziile prezentului studiu, mentionand si unul dintre proiectele de cercetare viitoare pe
care Grupul de Cercetare in Tehnologii ale Limbajului Natural al Facultatii de Informatica de
la Universitatea “Alexandru Ioan Cuza” din Iasi (NLP-Group@UAIC-FII) il are in vedere.

2. Preocupiri anterioare

Analiza sentimentelor a facut obiectul unor cercetari intreprinse in 2001 de Das, Chen
(Das & Chen, 2001) si Tong (2001) cu privire la opiniile exprimate pe piata de vanzare. De
retinut, rdmane clasificarea gradului de pozitivitate al unui text la nivel de document,
propozitie sau caracteristici, constand in cuvinte ce exprima emotii (ex: furios, supadrat,
fericit). O abordare a determinarii sentimentelor intr-un text, spre exemplu, electoral (Gifu,
2011) a constat in clasificarea cuvintelor cu incarcatura emotionald in doua clase: pozitive si
negative. Mai mult, exista abordari care iau in considerare si clasa neutru (valoarea 0),
asociind cuvintelor cate o valoare de la -5 la +5, scala pe care noi am redus-o de la -3 la +3,
considerand-o suficient de find pentru discursul public (Gifu and Cristea, 2012) si chiar mai
mult, de la -1 la +1 (metoda prezentei lucrari).

In termeni generali, AS constd in extragerea de opinii dintr-un text. Intdlnitd si ca
analiza subiectivititii' intr-o lucrare a lui K. Dave et. al (2003: 519-528), AS ar consta in
»procesarea rezultatelor cautarii pentru un anumit articol, generand o lista de atribute ale
produsului (calitate, caracteristici etc.) si agregarea opiniilor pentru fiecare dintre ele
(saracacios, combinat, bun)”. Mai mult, AS a fost interpretata ca incluzand diverse tipuri de
analiza si evaluare (Liu, 2006).

De la cercetarea subiectivitatii, AS s-a axat si pe cercetarea obiectivitatii intr-un text, la
final rezultdnd o clasificare a textelor in doua clase: obiectiv si subiectiv, de cele mai multe
ori mult mai dificil de intreprins decat clasificarea dupa polaritate (Mihalcea et. al., 2007).

3. Tehnici de analiza a sentimentelor

Existd 0 explozie uriasa azi de ,sentimente”, disponibile de la social media, inclusiv
Twitter, Facebook, forumuri, bloguri etc. Analiza sentimentelor ofera organizatiilor
posibilitatea de a monitoriza opiniile cu privire la produsele/serviciile si reputatia acestora
(asa-numitul feedback)?, de pe diferite site-uri de social media in timp real si si actioneze in
consecinta.

O prima clasificare a textelor analizate (propozitii/ fraze) ar putea tine seama de criteriul
subiectivitatii. Vorbim de doua clase principale: obiective, care contin informatii concrete, si
subiective, care contin opinii explicite, credinte si opinii cu privire la entitatile specifice.
Atentia noastra se indreapta, mai mult, pe analiza textelor subiective. Cu toate acestea, si

1 Au mai existat termeni ca extragerea de recenzii sau calcul al afecsiunii. (loana Ardeleanu, Extragerea de
opinii din texte, lucrare de licentd coord. de prof.univ.dr. Dan Cristea, 2013).

2 Existd pachete statistice majore, cum ar fi SAS si SPSS, care includ module specializate de analiza
sentimentelor.
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textele obiective pot fi interesant de analizat, atunci cand descriu opiniile lor de tip ,,Stock
picking”.

Spre exemplu atunci cand opindm cu privire la o pensiune “X”, unde am fost cazati in
vacanta de iarna: Pensiunea X dispune de camere spagioase, curate, bine incalzite, unde esti
intampinat de un personal amabil etc.

In acest text, aplicatiile cu privire la analiza sentimentelor trebuie si fie in masura si
ofere un scor pentru intreaga reexaminare (descriere), precum si scoruri pentru fiecare aspect
individual (fiecare element descriptiv apreciativ). Vorbim, in fapt, de analiza globala si
analiza secventiala.

Amintim cativa autori reprezentativi cu preocupari si comentarii importante in privinta
analizei sentimentelor (Liu, 2010, 2012; Pang and Lee, 2008).

Ne vom concentra, in cele ce urmeaza, pe urmatoarele aspecte:
- Analiza sentimentelor la nivel de document;
- Analiza sentimentelor la nivel de propozitie/fraza;
- Aspecte bazate pe analiza de sentiment;
- Analize de sentiment comparativa;
- Achizitia lexiconului - sentiment.
3.1.  Analiza sentimentelor la nivel de document

Este cea mai simpla forma de analizd a sentimentului si se presupune ca documentul
contine o opinie cu privire la un singur obiect principal exprimat de autorul mesajului. In
literatura de specialitate, am regasit doua abordari pentru analiza sentimentelor la nivelul
documentului: supervizata si nesupervizata.

a) Abordarea supervizata presupune ca exista un set finit de clase. Documentul trebuie
sa fie clasificat, datele de antrenare fiind atribuite fiecarei clase. Cel mai simplu caz este
atunci cand exista doua clase: pozitiv si negativ. Desigur, poate fi adaugata si o clasda neutru
sau poate fi luata in considerare o scald numerica, la care sa fie raportat documentul (de
exemplu: SentiwordNet®).  Avand in vedere datele de antrenare, sistemul invatid un model
de clasificare, folosind un algoritm de clasificare, cum ar fi SVM (Support Vector Machines)*
sau KNN ( K-nearest neighbors)®. Aceasti clasificare este apoi folositd pentru a eticheta
documente noi in diversele lor clase sentiment. Autori ca Pang, Lee and Vaithyanathan (2002)
au aratat ca precizia buna este atinsa chiar si atunci cand fiecare document este reprezentat ca
un grup de cuvinte (bag of words). Reprezentari mai avansate utilizeazd POS (partea de
vorbire), lexicoane sentiment si structurile de parsare (segmentare la nivel de unitate
lexicali®).

3 SentiwordNet [Esuli and Sebastiani, 2006(a)] este 0 resursi lexicald pentru analiza sentimentelor.
SentiWordNet atribuie fiecarui synset (mulfimi de cuvinte sinonime intre ele care definesc un concept lexical)
din WordNet [Esuli and Sebastiani, 2006(b)] trei scoruri-sentiment numerice: pozitivitate, negativitate si
obiectivitate.

# SVM (Support Vector Machine) mapeaza vectorul de intrare intr-un spatiu cu mai multe dimensiuni unde se
construieste un hiperplan liniar de separatie. Aceste clasificatoare se pot reprezenta prin functii kernel (nucleu)
ce definesc similaritati intre perechi de date.

5 In cadrul metodei KNN (K-nearest neighbour), un exemplu necunoscut este clasificat prin votul majoritar al
vecinilor lui, fiind atribuit clasei din care are majoritatea vecinilor din cadrul celor k vecini cei mai apropiati (vot
majoritar). Pentru k=1 obiectul va fi atribuit clasei vecinului celui mai apropiat.

6 unitati lexicale pot fi: morfem, cuvant, clauzi, propozitie, frazi, document.
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b) Abordarea nesupervizata in document la nivel de analiza a sentimentelor se bazeaza
pe determinarea orientarii semantice (OS) din fraze specifice din cadrul documentului. Daca
media OS dintre aceste fraze este de peste un prag predefinit, documentul este clasificat ca
fiind pozitiv. In caz contrar, se considera negativ. Existd doua abordari principale de selectie a
frazelor: un set de modele de POS-uri predefinite pot fi utilizate pentru a selecta aceste fraze
(Turney, 2002) sau un lexicon de cuvinte-sentiment si expresii (Taboada et. al, 2011).

3.2.  Analiza sentimentelor la nivel de propozifie/ fraza

Un singur document poate contine mai multe opinii chiar si cu privire la aceeasi
entitate. Cand vrem sd avem o imagine mai clara a opiniilor exprimate cu privire la o entitate
(lucru, fiinta, organizatie, localitate etc.) trebuie sa trecem la nivelul propozitiei/ frazei.

Presupunerea initiala este aceea ca avem stiinta de identitatea entitatii care apare in text.
Mai mult, presupunem ca exista o singura opinie in fiecare fraza. Aceastd presupunere poate
fi realizatd prin divizarea frazei in propozitii (fragment de text care contine si un verb
predicativ) in care fiecare propozitie contine doar o opinie. Inainte de a analiza polaritatea la
nivel de fraza trebuie sa determindm daca propozitiile sunt subiective sau obiective. Numai
propozitiile subiective vor fi apoi analizate. Majoritatea metodelor folosesc metode
supravegheate pentru a clasifica propozitiile in doua clase (Yu and Hatzivassiloglou, 2003).

Amintim abordarea bazata pe reduceri minimale, propusa in Pang si Lee (2004).
Principala premisa este ca propozitiile vecine ar trebui sa aiba aceeasi clasificare subiectiva.
Putem apoi clasifica aceste fraze in clase pozitive sau negative. Totodatd s-a ardtat ca este
recomandabil sa se adopte strategii diferite pentru acest tip de analize (Narayanan, Liu and
Choudhary, 2009). La nivel semantic, pot interveni interogatiile, sarcasmul, metafora, umorul,
elemente dificil de detectat, mai ales in anumite contexte (spre exemplu in contextul
electoral).

3.3.  Aspecte bazate pe analiza de sentiment

Abordarile anterioare functioneaza bine atunci cand fie intregul document, fie fiecare
fragment de text analizat se referd la o singurd entitate. Cu toate acestea, in multe cazuri,
oamenii vorbesc despre entitati care au mai multe trasaturi (atribute) si, desigur, opiniile
difera. Acest lucru se intampla de multe ori In comentarii cu privire la produse, servicii etc.
sau in forumuri de discutii dedicate diverselor categorii de entitati (cum ar fi actori politici,
masini, aparate foto, smartphone-uri si chiar produse farmaceutice).

Spre exemplu: Becali a ajutat mult saracii, construindu-le case, dandu-le bani, dar
nimeni nu a stiut exact cum a facut atdtia bani decdt in momentul in care a fost arestat din
cauza unor terenuri cumparate pe nimic.

Clasificarea acestui enunt, pozitiv (Becali a ajutat mult saracii, construindu-le case,
dandu-le bani) si negativ (dar nimeni nu a stiut exact cum a facut atdtia bani decdt in
momentul in care a fost arestat din cauza unor terenuri cumpdrate pe nimic) CU privire la
acest personaj ar fi posibila numai daca am analiza propozitiile pe rand.

Analiza bazatd pe incarcatura emotionald este problema de cercetare care se
concentreaza pe recunoasterea tuturor formelor de expresii-sentiment intr-un document dat si
aspectele la care se referd. Abordarea clasica, utilizata din ce in ce mai mult de departamentul
de relatii publice din marile companii/ societdti comerciale, consta in identificarea naturii
emotionale a comentariilor cu privire la calitatea produselor, serviciilor, imaginea brandului
etc. In limbaj natural, extragerea tuturor structurilor substantivale (NPs) si apoi pastrarea doar
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a acelora a caror frecventa este peste un prag invatat experimental (Hu and Liu, 2004). De
asemenea, analiza bazata pe incarcatura emotionala se concentreaza pe recunoasterea tuturor
formelor de expresii-sentiment intr-un document dat, cat si pe entitatile la care se referd. Cu
alte cuvinte, identificarea aspectelor evaluative care sunt mentionate in mod explicit in
propozitii. Exista, totusi, multe opinii care nu sunt mentionate in mod explicit in propozitii,
putand fi deduse din expresiile-sentiment mentionate implicit.

Spre exemplu: care se poate deduce din fragmentul...

3.4.  Analize de sentiment comparativa

in multe cazuri, utilizatorii nu oferd o opinie directd despre un produs, preferand in
schimb pareri comparabile, cum ar fi:

Dacia Logan arata mult mai bine decat Dacia Solenza.

in acest caz, scopul sistemului de analiza a sentimentelor este de a identifica propozitii
care contin opinii comparative, precum si pentru a extrage entitatea preferata din acestea.
Autori ca Jindal and Liu (2006) descriu aceastd metoda analiticd. Utilizarea unui numar
relativ mic de cuvinte, ca adjective adverbiale comparative (mai mult, mai pugin, usoare etc.),
adjective si adverbe superlative (mai, cel putin, cele mai bune), clauze aditionale (favoare,
mare, prefera, decdt, superioara, inferior, numarul unu, impotriva), poate acoperi 98% din
totalul opiniilor comparative.

Pentru aceste cuvinte/ sintagme fiind folosite foarte des, dar cu precizie scazuta, poate fi
folosit un clasificator’ pentru a filtra frazele care nu contin opinii comparative. Un algoritm
simplu pentru a identifica entitatile preferate pe baza tipului de comparatii utilizate si prezenta
negatiei prezinta Ding, Liu and Zhang (2009).

3.5. Achizifia lexiconului - sentiment

Pana acum am putut observa cad lexiconul este resursa cea mai importantd pentru
majoritatea tehnicilor de analiza a sentimentelor.

Exista trei optiuni pentru achizitionarea lexiconului-sentiment:

a)  abordari manuale, in care cercetatorii construiesc un lexicon manual, constand dintr-un
set de cuvinte selectate din dictionare explicative, ulterior, extins prin utilizarea de resurse
lexicale deja existente (imbogatirea cu sinonime, antonime). Am amintit deja de WordNet. Un
algoritm la Indemana este cel propus de Kamps, J., Marx, M., Mokken, R.J. and de Rijke, M.
(2004).

b)  abordari bazate pe corpus, in care un set de cuvinte/ sintagme extrase dintr-un corpus
relativ restrans este extins prin utilizarea unui corpus mare de documente dintr-un singur
domeniu.

Principalul dezavantaj al oricarui algoritm pe baza de dictionar (a) este acela ca
lexiconul dobandit este prea general si, prin urmare, nu surprinde particularitatile specifice
unui domeniu specific (Dragut et al., 2010; Peng si Park, 2011).

Dacd dorim sa cream un lexicon-sentiment specific unui anumit domeniu trebuie si
utilizdm un algoritm bazat pe un corpus. O lucrare clasica in acest domeniu (Hatzivassiloglou
and McKeown, 1997) evidentiaza conceptul de coerenta sentimentelor, care permite o
identificare a adjectivelor cu polaritate complexa (seed-adjectives). Altfel spus, un set de

7 Spre exemplu, clasificatorul Naive Bayes, o metodi statistici de clasificare si recunoastere a formelor, unde
fiecare document este privit ca o colectie de cuvinte, iar ordinea cuvintelor este considerata irelevanta.
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conectori lingvistici (si, sau, nici, fie, sau) a fost folosit pentru a gasi adjectivele care sunt
conectate la adjective cu polaritate cunoscuta.

Spre exemplu: barbat puternic si armonios.

Daca stim ca puternic este un cuvant pozitiv, putem presupune ca prin utilizarea
conectorului si cuvantul armonios este pozitiv.

4. Modelarea perceptiei compozitionale

Exista o necesitate pentru o mai buna modelare a perceptiei compozitionale. La nivel de
fraza, aceasta inseamna calcul mai precis al sentimentului general cu privire la subiectul (ceea
ce aici numim entitate) comentat, cuvintele/sintagmele-sentiment transformand, in fapt,
structura semantica a frazei. De mentionat faptul ca o entitate, pe parcursul textului, poate sa
apara sub forma unor structuri anaforice®.

De exemplu: Mihai invata pe branci pentru examen. El vrea sa fie bursier.

Este evident ca pronumele el se referd la Mihai, ambele propozitii facand parte din
acelasi context lingvistic.

Cand intr-un document se fac referiri la mai multe persoane, este esential sa se
identifice textele relevante pentru fiecare entitate in parte. In acest moment, precizia in
identificarea acestor texte relevante este departe de a fi satisfacatoare. Desi exista unele
abordari care folosesc metode de clasificare pentru a identifica spre exemplu ironia, acestea
nu sunt inca integrate in sisteme autonome de analiza a sentimentelor. O alta mare provocare
sunt textele cu greseli gramaticale, cu punctuatie lipsa sau problematica, care abunda in argou
etc.

Abordarile actuale cu privire la analiza sentimentelor se opresc de obicei la extragerea
sentimentelor din declaratiile subiective. Astfel de afirmatii apar frecvent in articole de
stiri. Ramane insa problema contextului pe care, deocamdata, nu a fost surprinsa algoritmic.
4.1. Descrierea metodei

In prezenta lucrare, aplicatia este capabild si depisteze si sid expliciteze aprecieri
calitative asupra unor entititi (companii, produse, persoane etc.). In realizarea softului s-au
parcurs urmatoarele etape (figura 1):

- construirea unei antologii de entitafi, categorii si valori, fiind necesard pentru
obtinerea unui rezultat cat mai corect si complet;

- preprocesarea textului, etapa care se refera la adnotarea, impartirea unui text in
entitati, in cazul de fatd cuvinte, simboluri sau alte elemente importante numite token-uri.
Fiecare token a fost adnotat automat la partea de vorbire (Simionescu, 2011);

- extragerea grupurilor nominale de interes (text chunking)®, cu alte cuvinte impartirea
unui text in secvente de cuvinte corelate sintactic;

- recuperarea legaturilor de natura anaforica, moment in care ne propunem sid nu
pierdem nici o referire la o anume entitate. Extragerea legaturilor de naturd anaforica
reprezinta gasirea referintei unui cuvant/ unei expresii cu privire la o entitate din textul
analizat;

8 Anafora este procesul de utilizare a unei entitati lingvistice cum ar fi un pronume, cu scopul de a referi la o alta
entitate. A se vedea (Kamp & Reyle, 1993).

® Noun Phrase chunking (NP-chunk) se referd la extragerea grupurilor/expresiilor substantivale dintr-0
propozitie.
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Spre exemplu: ,,0amenii incep sa iasa in grupuri. Nimeni n-are sa-i opreasca.”

In propozitia de mai sus, -i-ul se refera la Oamenii. Pentru extragerea legiturii de
naturd anaforica, in aplicatia noastra am folosit unealta informatica RARE (Robust Anaphora
Resolution Engine)'®, implementati de Eugen Ignat (2011).

- extragerea entitatilor, etapa in care s-a utilizat modulul NER (Name Entity
Recognition) in vederea extragerii automate a entitatilor. in fapt, pot fi recunoscute entititi
precum nume de persoane, organizatii, localitati etc. Se primeste la intrare (input) un fisier de
tip .txt™ si la iesire (output) obtinem un fisier de tip .txt ce contine doar entititile mentionate
in textul analizat.

De exemplu: ,,Vodafone Romania oferd cea mai buna conectivitate pentru serviciile de
date dintre toate retelele mobile GSM/ UMTS/ CDMA din Romaénia”.

Din acest text va rezulta un fisier care contine urmatoarele entitati: VVodafone,
Romania, Vodafone Romania, GSM, UMTS, CDMA. in cazul unei entitdfi care apare in
textul preprocesat de mai multe ori, fisierul de la iesire va retine acea entitate doar o singura
data.

{ Incdrcarea textului in aplicatie ]

v

Preprocesarea textului cu [ Extragerea categoriilor si
instrumente informatice valoriler din ontologie

‘ Extragerea entitatilor

’ Extragere entitatilor din
ontologie

J

‘ Extragerea valorilor si categoriilor pe baza regulilor ‘
\ J

W
> 4

Realizarea legdturilor dintre entitdti, categoril si valori J

!

Actualizarea ontologiilor

v

‘ Afisarea rezultatelor
|

Figura 1 — Arhitectura programului informatic

- recunoasterea categoriilor, valorilor si relafionarea cu entitatile. Avand la dispozitie
figierele rezultate in urma parcurgerii etapelor anterioare, se vor extrage automat categoriile,
valorile si relationarea cu entititile cu ajutorul unui set de reguli*2,

Réaméanand la exemplul anterior, n fisier textul va aparea sub forma:

<entity type=,,company”>Vodafone Romdnia</entity>

10 Scopul instrumentului RARE este de a extrage lanturi coreferentiale (v. metashare.infoiasi.ro).

11 Se preferd editorul NotePad++ pentru diversele functionalititi (spre ex. recunoasterea diacriticelor limbii
romane).

12 Informatic vorbind o expresie regulati este un sir de caractere sablon care descrie multimea cuvintelor
posibile, formate cu acele caractere, respectand anumite reguli.
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<category>conectivitate pentru serviciile de date</category>

<value =,,1”>buna</value>

Aceste expresii regulate folosesc paranteze (rotunde, patrate, acolade) prin care formeaza
regulile de formare a cuvintelor. Utilitatea cea mai frecventa a unei expresii regulate consta in
a recunoaste daca un sir contine sau nu cuvinte sau sub-sir care pot fi formate prin expresia
regulata respectiva.

De exemplu: sirul de caractere m[ai]r poate fi interpretat in mar si mir.

4.2. Metodologia de lucru

- se adnoteazd manual textul cu ajutorul aplicatiei Palinka® un corpus de texte pentru a
construi o ontologie!* de entititi, categorii si valori;

- textul este preprocesat cu ajutorul uneltei POS-tagger pentru limba romana (Simionescu,
2011);

- Serecunosc si se adnoteaza grupurile nominale de interes pentru aplicatia cu ajutorul NP-
chunker (Simionescu, 2011);

- Se extrag automat numele proprii de entitati, cu ajutorul instrumentului NER (Name
Entity Recognition);

- se extrag legaturile de tip anaforic din text cu ajutorul instrumentului RARE (Robust
Anaphora Resolution Engine);

- se recunosc in text entitatile, categoriile si valorile din ontologiile deja construite;

- se scrie un set de reguli pentru recunoasterea valorilor si se realizeaza legaturile de tip
entitate-categorie-valoare;

In lucrarea de fata, identificarea orientirilor de opinii referitoare la o trisiturd a unei
entitati dintr-un text se bazeaza pe un dictionar de opinii, rezultat din adnotarea unui corpus
(format din cuvinte si sintagme cu incarcaturd emotionald) pentru a determina orientarea
opiniilor identificate. Pe langa acest dictionar, important de tratat sunt negatiile si clauzele de
tipul ,,dar”, ,,cu exceptia”, ,,exceptand”.

Concret, parcurgem urmatorii pasi:

- se identifica cuvintele si frazele de opinie;

- fiecarui cuvant pozitiv i se atribuie un scor de opinie de (+1), iar fiecarui cuvant negativ,
(-1);

- cuvintele dependente de context vor avea scorul 0.

Luam spre exemplificare urmatorul fragment: Imaginea aparatului de fotografiat nu este
grozavd, dar bateria tine mult.

Astfel, prima propozitie, Imaginea aparatului de fotografiat nu este grozava primeste
scorul (+1), deoarece cuvantul grozava este un cuvant pozitiv, urmand ca in propozitia a
doua, dar bateria fine mult sa primeasca scorul (0), cuvantul mult fiind considerat dependent
de context frazal. Remarcam faptul ca nu au fost luate in vedere cele doud cuvinte, nu, si dar,
primul fiind o negatie si al doilea fiind un conector pragmatic.

- manipularea negatiei — cuvintele de negatie sunt folosite pentru revizuirea scorurilor de
opinie obtinute la pasul anterior, pe baza unor reguli. Dupd acest pas prima propozitie,
Imaginea aparatului de fotografiat nu este grozava va primi scorul (-1) urmare a considerarii

13 http://clg.wlv.ac.uk/trac/palinka/
1% In limbaj natural, ontologia reprezintd cunostintele ca un set de concepte dintr-un anumit domeniu, folosind un
vocabular comun pentru a indica tipurile, proprietatile si relatiile dintre acele concepte.
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negatiei nu.

- este cunoscut rolul conectorilor pragmatici (dar, doar, pentru ca etc.) care introduc un
nou act de enuntare, opinie contrara. Astfel, propozitia a doua, dar bateria fine mult primeste
scorul (+1) urmare a luarii in considerare a conectorului dar.

- in ultima etapa a aplicatiei se realizeaza sumarea formelor de expresii sentiment, pentru
a determina orientarea finala a opiniei rezultate din text.

Revenind la exemplul nostru, scorul frazei: Imaginea aparatului de fotografiat nu este
grozava (-1), dar bateria ¢fine mult (+1), va consta in sumarea celor doua valori: -1+1=0. Cu
alte cuvinte, fraza are o intensitate emotionala neutra.

5. Concluzii si directii viitoare de cercetare

Lucrarea prezinta o metoda automatad capabila sa depisteze si sd expliciteze opinii
referitoare la anumite entitati (persoane, companii, produse etc.) identificate intr-un text,
indiferent de natura lui, bazata pe un dictionar de opinii rezultat din adnotarea manuald a unui
corpus inigial (format din cuvinte si sintagme cu incarcatura emotionala). Mai mult, pe langa
acest dictionar, am avut in vedere rolul semantic al negatiilor si conectorilor pragmatici de
tipul ,,dar”, ,,cu exceptia”, ,exceptand”. Aceastd aplicatie vine sd sprijine dezvoltarea unei
resurse lexicale complexe, necesara interpretarii aprecierilor calitative intalnite 1n orice fel de
text, care poate fi de real folos managerilor de marketing, firmelor de PR, politicienilor,
cumparatorilor on-line, dar si specialistilor in domeniul prelucrarii limbajului natural, lingvisti
etc.

Din cele relatate, observam faptul ca operatia de insumare a scorurilor pentru fiecare
propozitie cu o anumita incarcatura emotionala nu este suficient acoperitoare (v. exemplul
precedent cand apare variant de neutralizare a sentimentelor), motiv pentru care ne propunem
sa addugam diferentieri de intensitate in exprimarea opiniilor. in limba romana, folosirea
superlativului amplificd semantic convingerile unui opinent. Spre exemplu: Vodafone
Romdnia ofera cea mai bund conectivitate pentru serviciile de date dintre toate retelele
mobile GSM/ UMTS/ CDMA din Romdnia.

Mihai este cel mai rau student de la facultatea noastra.

Superlativul ne determina sa largim scala de valori. Astfel exprimari ca cea mai poate
prelua gradul de pozitivitate sau negativitate. In primul exemplu, cea mai bund primeste
valoarea (+2), iar in exemplul al doilea cel mai rau primeste valoarea (-2).
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